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Summary: The acquisition of 3D city and land-
scape models has been a topic of major interest
within the photogrammetric community and a
number of algorithms became available both for
the automatic and semiautomatic data collection.
These 3D models are mainly used for visualisation
to generate realistic scenes and animations e. g.
for planning and navigation purposes. Since area
covering urban models are usually extracted from
airborne data, a refinement is required especially
if realistic visualisations from pedestrian view-
points are aspired. Of particular interest are al-
gorithms that allow for a fully automatic facade
reconstruction process at different levels of detail.
For this purpose, in our approach terrestrial
LIDAR data as well as facade imagery is used to
increase the quality and amount of detail for the
respective 3D building models. The a priori infor-
mation which is provided by the models from air-
borne data collection is integrated both for the
automatic georeferencing of the terrestrial data
and the subsequent geometric refinement. After
alignment of the terrestrial data, window struc-
tures are determined approximately from the
LIDAR point clouds and then further refined by
3D edges which are extracted from the overlap-
ping facade images. Our modelling process ap-
plies a 3D object representation by cell decompo-
sition, which can be used efficiently for building
reconstruction at different scales.

Zusammenfassung: Integrierte LIDAR- und Bild-
prozessierung fiir die Modellierung von Gebdude-
fassaden. Die Erfassung von 3D-Stadt- und Land-
schaftsmodellen ist zu einer wichtigen Aufgabe
der Photogrammetrie geworden. Mittlerweile exis-
tiert eine Vielzahl von Algorithmen sowohl fiir
die automatische als auch fiir die halbautomati-
sche Datenerfassung. Genutzt werden die 3D-
Modelle hauptsdchlich zu Visualisierungszwe-
cken, um beispielsweise flir Planungs- und Navi-
gationsanwendungen realistische Szenen und
Animationen zu erzeugen. Ublicherweise erfolgt
die flichendeckende Bereitstellung von Stadtmo-
dellen auf der Grundlage von luftgestiitzten Sen-
soren. Eine Verfeinerung dieser Modelle ist daher
vor allem dann notwendig, wenn wirklichkeitsna-
he Visualisierungen aus der Perspektive eines
FuBgingers angestrebt werden. Von Interesse
sind hierbei insbesondere Algorithmen, die eine
vollautomatische Rekonstruktion von unter-
schiedlich detaillierten Fassaden erlauben. Unser
Ansatz verwendet terrestrische LIDAR-Daten
und Fassadenbilder, um die Qualitdt und den De-
tailgrad der 3D-Gebédude zu erhdhen. Die beste-
henden 3D-Modelle liefern dabei eine Vorinfor-
mation, die sowohl in die Georeferenzierung der
terrestrischen Daten als auch in die nachfolgende
geometrische Verfeinerung integriert werden
kann. Nach der Koregistrierung aller Datensétze
werden zundchst Fensterstrukturen aus den
LIDAR-Punktwolken ndherungsweise extra-
hiert. Diese werden anschlieBend durch zusétzli-
che 3D-Kanten, welche aus den Fassadenbildern
abgeleitet werden, weiter verfeinert. Innerhalb des
Modellierungsprozesses werden die 3D-Objekte
mittels Zellzerlegung reprisentiert, welche fiir die
Gebiduderekonstruktion in verschiedenen MabB-
stiben effizient genutzt werden kann.
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1 Introduction

The area covering collection of urban mo-
dels is usually based on the evaluation of
aerial data like stereo images or LIDAR. By
these means, 3D building representations
become available which are sufficient for ap-
plications like simulations and visualisa-
tions at small or medium scale. However,
for large scale applications like the genera-
tion of very realistic visualisations from pe-
destrian viewpoints, the quality and amount
of detail for urban models from aerial data
has to be improved. As an example, due to
the viewpoint restrictions of airborne plat-
forms, detailed information for the facades
of the buildings frequently is not available.
To improve the visual appearance of the
buildings, terrestrial images are often map-
ped against the facades. However, this sub-
stitution of geometric modelling by real
world imagery is only feasible to a certain
degree. For instance, protrusions at balco-
nies and ledges, or indentations at windows
will disturb the visual impression of oblique
views. Thus, geometric refinement is still ne-
cessary for a number of applications.
Within  this paper, the geometric
modelling of building facades is demon-
strated exemplarily for the extraction of
window objects. For this purpose, both ter-
restrial laser scanning and image measure-
ment are used. Images provide high reso-
lution information and can be collected at
little effort. On the other hand, densely sam-
pled point clouds from terrestrial laser
scanning usually show depth displacements
between elements like windows and walls
and can therefore efficiently support their
segmentation. Thus, an image based ap-
proach like it is for example presented by
(MaYER & REzNIK 2006) considerably
profits from the additional availability of
terrestrial laser scanning. An integrated col-
lection of images and 3D point clouds is
feasible by mobile systems, where a laser
scanner and a camera are mounted on a car.
Such a system was for example applied by
(FRUH & ZAKHOR 2003) to generate textured
meshes for visual representation of building
facades. In contrast, we use standard equip-

ment consisting of a digital camera and a
terrestrial laser scanner. In our scenario, the
camera is not directly integrated with the
laser scanning system. Independent camera
stations allow for a flexible data collection,
however, the automatic co-registration of
the collected range and image data sets
which is required as first processing step can
become labour intensive. Additionally,
complex areas like urban environments can
only be completely covered by terrestrial la-
ser scanning if data is collected from differ-
ent viewpoints. Standard approaches align
these scans from different viewpoints based
on tie and control point information, which
has to be measured at specially designed tar-
gets.

In contrast, our approach aims on the
fully automatic georeferencing for the col-
lected LIDAR and image data. As discussed
in Section 2, this data preparation is facili-
tated by closely integrating existing building
models. First, the LIDAR data is geo-
referenced by matching the point clouds
from terrestrial laser scanning against the
corresponding faces of the given 3D build-
ing model. In a second step, the reflectivity
images, which are also provided during laser
scanning, are used to link the camera images
against the point cloud by a suitable feature
extraction and matching process. Existing
building models as they are provided from
airborne measurements are also used during
the modelling process, which is described in
Section 3. This allows for a geometric en-
richment of building facades while avoiding
a data collection from scratch. In contrast
to approaches using grammar based facade
descriptions, which are more likely to focus
on semantic modelling and interpretation
(BRENNER & RIPPERDA 2006, ALEGRE &
DALLAERT 2004), we aim at a more data
driven approach. Within our process, cell
decomposition is used in order to integrate
window objects to the existing coarse build-
ing model. This type of modelling simplifies
the problems to generate topologically cor-
rect boundary representations while fulfill-
ing geometric constraints such as meeting
surfaces, parallelism and rectangularity.
Within our two-step reconstruction ap-
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proach, the windows and doors are
modelled from the terrestrial LIDAR data,
while the window frames are further refined
by photogrammetric analysis of the images
in a subsequent step.

2 Data preparation and alignment

We applied our reconstruction approach to
a data set which was acquired on the Schil-
lerplatz, Stuttgart. It consists of a 3D point
cloud obtained by a terrestrial laser scanner
(Leica HDS 3000), image data from a calib-
rated camera (NIKON D2x Lens NIKKOR
20 mm, producing 4288 by 2848 pixel ima-
ges) and a 3D city model from the City Sur-
veying Office of Stuttgart. The Leica HDS
3000 laser scanner is based on a pulsed laser
operating at a wavelength of 532 nm. Besi-
des range measurements also the backscat-
tered energy of the emitted signal is recorded
for each sample point. These intensity values
will be used within the georeferencing of the
image data, which will be discussed in Sec-
tion 2.2.2. In contrast to mobile mapping
systems like the StreetMapper (KREMER &
HunTEeR 2007) featuring high quality GPS/
IMU systems for direct georeferencing, we
limit ourselves to a low-cost system, which
only allows for a coarse alignment of the
different laser scans. However, as discussed
in Section 2.1, a fully automatic registration
and precise georeferencing can be realised
by matching the collected 3D point clouds
against the corresponding faces of the given
3D building model from the existing city
model (BOHM & Haara 2005).

After georeferencing the laser scans, the
independently captured images have to be
aligned to these 3D point clouds by an au-
tomatic co-registration. In general, the auto-
matic orientation of terrestrial images con-
siderably benefits from the recent availabi-
lity of feature operators, which are almost
invariant against perspective distortions.
One example is the affine invariant key point
operator proposed by (Lowe 2004). It ex-
tracts points and suitable descriptions for
the following matching, which is based on
histograms of gradient directions. By these

means, robust automatic tie point measure-
ment is feasible even for larger baselines. As
described in Section 2.2, in our application,
this operator is used to align both the ter-
restrial images and the terrestrial LIDAR
data. For this purpose, the feature extrac-
tion and matching is realised based on the
reflectivity images that are usually provided
from the laser scanner.

2.1 Georeferencing of LIDAR data

During collection of the 3D point clouds, a
low-cost GPS and a digital compass were
mounted on top of our HDS 3000 scanner.
Thus, the position and orientation of the
scanner can be measured to allow for a di-
rect georeferencing of the different scans.
This approximate solution was then refined
by an automatic registration of the laser
scans against available 3D building models,
which are used as reference data for the re-
finement of the georeferencing process. For
this purpose, the standard iterative closest
point algorithm introduced by (BesL &
McKay 1992) is applied.

Fig. 1 depicts our 3D city model and the
collected 3D point cloud after the alignment
process. The quality and amount of detail
of this 3D building data set is typical for
3D models, like they are available area cov-
ering for a number of cities. Our exemplary
3D city model, which is maintained by the
City Surveying Office of Stuttgart, features
roof faces collected semi-automatically by
photogrammetric stereo measurement. In
contrast, the outlines of the buildings were
captured by terrestrial surveying. Thus, the
horizontal position accuracy of facade seg-
ments, which were generated by extrusion
of this ground plan, is relatively high, des-
pite the fact that they are limited to planar
polygons.

After the alignment step, the 3D point
cloud and the 3D city model are available
in a common reference system. Thus, rel-
evant 3D point measurements can be se-
lected for each building facade by a simple
buffer operation. These 3D points are then
transformed to a local coordinate system as
defined by the facade plane. Fig. 2 shows the
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Fig.1: 3D point cloud from laser scanning aligned with virtual city model.

Fig. 2: 3D point cloud as used for the geometric refinement of the corresponding building facade.
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resulting point cloud, which has an approxi-
mate spacing of 4cm.

Since the LIDAR measurements are more
accurate than the available 3D building mo-
del, the final reference plane is determined
from the 3D points by a robust estimation
process. After mapping of the 3D points to
this reference plane, further processing can
be simplified to a 2.5D problem. As an ex-
ample, while assuming that the refined geo-
metry of the facade can be described suffi-
ciently by a relief, the differences between
the measured 3D laser points and the given
facade polygon can be interpolated to a
regular grid.

2.2 Alignment of image data

In order to integrate image data into the fa-
cade reconstruction, the images have to be
oriented against each other and registered
according to the already georeferenced laser
point cloud in a following step. Image ori-
entation is usually performed by means of
a bundle block adjustment, which accurate-
ly estimates the orientation parameters.
While tie points are necessary for connecting
the images, control point information is
needed for the georeferencing. Aiming at a
fully automatic reconstruction process, both
tie points and control points are to be de-
rived automatically.

In our approach, first, a bundle block ad-
justment based on the matched key points
between the digital images is implemented.
The resulting photogrammetric network is
then transferred to object space by additio-
nal tie points which link the digital images
and the georeferenced terrestrial laser scan
data. For this purpose, the feature extrac-
tion and matching is also realised using the
reflectivity images as they are provided from
the laser scanner. These reflectivity images
are usually measured in addition to the run-
time of the respective laser pulses during
scanning. Since they represent the backscat-
tered energy of the respective laser foot-
prints, these intensities are exactly co-reg-
istered to the 3D point measurements. Des-
pite the differences between these reflectivity
images and the images captured by a stand-

ard digital camera with respect to spectral
band width, resolution and imaging geomet-
ry they can be matched against each other
automatically by LOWE’s key point opera-
tor (LOwWE 2004).

2.2.1 Image to image registration

Image to image registration based on tie
points is a prerequisite step for photogram-
metric 3D modelling. In the recent past,
much effort has been made to develop ap-
proaches that automatically extract such tie
points from images of different types (short,
long, and wide baseline images) (REMON-
DINO & REssL 2006). While matching pro-
cedures based on cross-correlation are well
suited for short baseline configurations, im-
ages with a more significant baseline are
typically matched by means of interest
points. However, these techniques would
fail in case of wide baseline images acquired
from considerably different viewpoints. The
reason is large perspective effects that are
caused by the large camera displacement.
Points and corners cannot be reliably
matched. Therefore, interest point oper-
ators have to be replaced by region detectors
and descriptors. As an example, the LOWE
operator (Lowe 2004) has been proved to
be a robust algorithm for wide baseline
matching (MIKOLAJCZYK & ScHMID 2003).
Fig.3 shows images from a calibrated
camera (NIKON D2x Lens NIKKOR
20mm). For the automatic provision of tie
points the SIFT (scale invariant feature
transform) operator has been applied to ex-
tract and match key points. Wrong matches
were removed by a RANSAC based estima-
tion (F1SCHLER & BoOLLES 1981) of the epi-
polar geometry using NISTER’s five point al-
gorithm (NISTER 2004). Finally, the image
orientations were determined from 2079 au-
tomatically extracted tie points.

2.2.2 Image georeferencing

The provision of control point information,
which is necessary for the determination of
the orientation parameters, typically invol-
ves manual effort if no specially designed
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Fig. 4: Measured laser reflectivities as 3D point cloud (left) and 2D image representation (right).

targets are used. The reason is that object
points with known 3D coordinates have to
be manually identified in the images by a
human operator. The idea to automate this
process is linking the images to the geore-
ferenced LIDAR data by a matching pro-
cess (BOHM & BECKER 2007) which is similar
to the automatic tie point matching as de-
scribed in Section 2.2.1.

Common terrestrial laser scanners sample
object surfaces in an approximately regular
polar raster. Each sample provides 3D coor-
dinates and an intensity value representing

the reflectivity of the respective surface
point. Based on the topological information
inherent in data acquisition, the measured
reflectivity data can be depicted in the form
of an image. This allows for the application
of image processing tools to connect the im-
ages captured by the photo camera to the
LIDAR data.

Fig.4 (left) shows the laser point cloud
of an already georeferenced scan. The image
representation derived from the reflectivity
values is given in Fig.4 (right). Each pixel
with a valid laser reflectivity value refers to
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Fig. 5: Key point correspondences for the laser reflectivity image (left) and one of the photographs
(right).

the 3D coordinates of the related sample
point. Thus, obtained point correspond-
ences between the laser image and the
photos provide control point information
which is necessary for the determination of
the photos’ orientation parameters.
However, images generated from laser re-
flectivities considerably differ from images
that have been captured by standard digital
photo cameras. This is due to differences in
theimaging geometry, the sampling distance
and the spectral band width of the measured
reflectivities. For these reasons, the determi-
nation of point correspondences between a
laser reflectivity image and a photograph re-
quires an algorithm which is insensitive to
changes in illumination and scale and uses
region descriptors instead of edge detectors.
Fig.5 depicts the laser reflectivity image
(left) and one of the photographs captured
by the NIKON camera (right) in real pro-
portions. In order to have similar intensity
values in both images, only the green chan-
nel of the photograph has been considered
for the determination of corresponding
points. The resulting key points were ex-
tracted and matched by means of the SIFT
implementation provided by (VEDALDI

2007). Using default settings 492 key points
are detected in the laser reflectivity image
and 5519 in the photograph. Of those 31
are matched to corresponding key points re-
presented by the red dots and lines in Fig. 5.

In a next step, wrong matches are to be
removed by a RANSAC based computation
of a closed form space resection (ZENG &
WANG 1992). For this purpose, the SIFT
point correspondences are used as control
point information. The accuracy of the re-
sulting orientation parameters strongly de-
pends on the configuration of the SIFT
point correspondences. If the points are
close together, the solution of the space re-
section becomes unstable and the uncertain-
ty of the SIFT point coordinates (REMON-
DINO & RESsL 2006) leads to significant vari-
ations in the orientation parameters. How-
ever, when given a sufficient number of well-
distributed points, the obtained orientation
parameters will be accurate enough to serve
as approximate values for a final bundle ad-
justment, allowing for a fully automatic
orientation process. For our data set, the
average standard errors of the finally es-
timated orientation parameters are Gy =
7.6cm, oy =5.6cm, o,=81cm, o, =
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0.167°,6, = 0.164°, 5,,, = 0.066°. The aver-
age precision of the computed object coor-
dinates is oy = 3.3cm, oy =4.7cm, 0, =
2.1cm.

3 Facade Reconstruction

Based on georeferenced terrestrial LIDAR
and image data, the existing coarse building
model can be geometrically refined by the
integration of window objects. Usually,
tools for the generation of polyhedral build-
ing models are either based on a constructive
solid geometry (CSG) or a boundary repre-
sentation (B-Rep) approach. In Section 3.1,
the pros and cons of both techniques will
be discussed briefly. This will motivate our
new approach for facade reconstruction,
which is based on cell decomposition as an
alternative form of solid modelling. After-
wards, our two-step approach for facade re-
construction will be presented in Section 3.2
and 3.3. While in the first step windows and
doors are modelled from the LIDAR data
(cf. Section 3.2), the window frames are
further refined by photogrammetric analysis
in the second step (cf. Section 3.3).

3.1 Cell decomposition versus CSG
and B-Rep

Within B-Rep algorithms the surface
boundaries of a solid are generated from
measured points, lines or planes, leading di-
rectly to a boundary representation. For in-
stance, if the reconstruction of a building
facade is based on 3D point clouds from ter-
restrial laser scanning, state-of-the-art
meshing techniques can be used to convert
the point clouds to polygonal meshes. De-
pending on the density of the underlying
point cloud, these approaches are suitable
for the reconstruction of free-form objects
such as complex protrusions, ornaments or
the stonework. While such representations
allow for good visualizations of the facade’s
relief (HaALA et al. 2006), an interpretation
of the reconstructed model concerning dif-
ferent architectural structures is not sup-
ported. This is due to the fact that a dense
polygon mesh does not distinguish between

meaningful entities, for example facade,
window, balcony, etc. Furthermore, in con-
sequence of limitations in point sampling di-
stance and accuracy of LIDAR sensors, spe-
cial characteristics of man-made objects
such as right angles, parallel lines or copla-
nar faces are not maintained during the mo-
delling process. In order to make the recon-
struction result more robust against error-
prone data, a number of building reconst-
ruction approaches first extract planar re-
gions from the point cloud which are then
intersected to generate polyhedral building
structures. However, the combination of
these segments to generate topological cor-
rect boundary representations is difficult to
implement (ROTTENSTEINER 2001). This task
is additionally aggravated if geometric con-
straints such as meeting surfaces, parallel-
ism and rectangularity have to be guaran-
teed for respective segments.

Such regularization conditions can be met
easier when object representations based on
CSG are used (BRENNER 2004). CSG based
techniques combine simple primitives by
means of regularized Boolean set operators,
allowing for a powerful and intuitive model-
ling (MANTYLA 1988). CSG representations
are also always valid since the simple primi-
tives are topologically correct and this cor-
rectness is preserved during their combina-
tion by the Boolean operations. Addition-
ally, the implicit geometric constraints of
these primitives like parallel or normal faces
of a box type object make the parameter esti-
mation quite robust. This is especially im-
portant for reconstructions based on error
prone measurements. However, while CSG
is widely used in computer aided design,
most visualization and simulation applica-
tions require the additional derivation of a
boundary representation. While this so-cal-
led boundary evaluation is not difficult con-
ceptually, its correct and efficient implemen-
tation can be complicated. Error-prone
measurements, problems of numerical pre-
cision and unstable calculation of intersec-
tions can considerably hinder the robust ge-
neration of a valid object topology.

The application of cell decomposition can
help to facilitate these problems. Cell de-
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composition is a special type of decomposi-
tion models, which subdivides the 3D space
into relatively simple solids. Similar to CSG,
these spatial-partitioning representations
describe complex solids by a combination
of simple, basic objects in a bottom up
fashion. In contrast to CSG, decomposition
models are limited to adjoining primitives,
which must not intersect. The basic primi-
tives are thus ‘glued’ together, which can be
interpreted as a restricted form of a spatial
union operation. The simplest type of spa-
tial-partitioning representations is exhaus-
tive enumeration. There the object space is
subdivided by non overlapping cubes of uni-
form size and orientation. In this sense, cell
decomposition is similar to a spatial occu-
pancy enumeration, where the object space
is subdivided by non overlapping cubes of
uniform size and orientation. Nevertheless,
cell decompositions are based on a variety
of basic cells, which may be any objects that
are topologically equivalent to a sphere i.e.
do not contain holes. This allows for a sim-
plified combination of the respective el-
ements, while the disadvantages of exhaus-
tive enumeration like large memory con-
sumption and the restricted accuracy of the
object representation can be avoided.

In solid modelling, cell decomposition is
mainly used as auxiliary representation for
specific computations (MANTYLA 1988).
However, it can also be efficiently applied
to the automatic reconstruction of topolo-
gically correct building models at different
levels of detail. This has already been proved
for generalisation approaches (Kapa 2007).
But, as it will be demonstrated in the fol-
lowing sections, cell decomposition is also
suitable to convert an existing coarse build-
ing model to a more detailed representation.
Using appropriate partition planes for the
cell generation, geometric constraints such
as parallelism or rectangularity can be inte-
grated very easily. Furthermore, constraints
concerning neighboured cells can be treated
in a simple manner, since the cell decompo-
sition process implicates topology informa-
tion for the generated cells.

3.2 Facade refinement by terrestrial
LIDAR

The idea of the first part of our reconstruc-
tion algorithm is to segment a 3D object
with a flat front face into 3D cells. Each 3D
cell represents either a homogeneous part
of the facade or a window area. Therefore,
they have to be differentiated based on the
availability of measured LIDAR points. Af-
ter this classification step, window cells are
eliminated while the remaining facade cells
are glued together to generate the refined
3D building model. The difficulty is finding
planar delimiters from the LIDAR points
that generate a good working set of cells.
Since our focus is on the reconstruction of
the windows, the planar delimiters have to
be derived from the 3D points that were
measured at the window borders. These
points are identified by a segmentation pro-
cess.

3.2.1 Cell generation

Asitis visible for the facade in Fig. 2, usually
fewer 3D points are measured on the facade
at window areas. This is due to specular re-
flections of the LIDAR pulses on the glass
or points that refer to the inner part of the
building and were therefore cut off in the
pre-processing stage. If only the points are
considered that lie on or in front of the fa-
cade, the windows will describe areas with
no point measurements. Thus, our point
cloud segmentation algorithm detects win-
dow edges by these no data areas. In prin-
ciple, such holes can also result from occlu-
sions. However, this is avoided by using
point clouds from different viewpoints. In
that case, occluding objects only reduce the
number of LIDAR points since a number
of measurements are still available from the
other viewpoints.

During the segmentation process, four
different types of window borders are distin-
guished: horizontal structures at the top and
the bottom of the window, and two vertical
structures that define the left and the right
side. For instance, the edge points of a left
window border are detected if no neighbour
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Fig. 6: Detected edge points and window lines.

measurements to their right side can be
found in a pre-defined search radius at the
facade plane. The search radius should be
set to a value a little higher than the scan
point distance on the facade. In a next step,
horizontal and vertical lines are estimated
from non-isolated edge points. Fig. 6 shows
the extracted edge points at the window bor-
ders as well as the derived horizontal and
vertical lines. Based on these window lines,
planar delimiters can be generated for a sub-
sequent spatial partitioning.

Each boundary line defines a partition
plane, which is perpendicular to the building
facade. For the determination of the win-
dow depth, an additional partition plane is
estimated from the LIDAR points measured
at the window crossbars. These points are
detected by searching a plane parallel to the
facade, which is shifted in its normal direc-
tion. The set of all partition planes provides
the structural information for the cell de-
composition process. Therefore, it is used
to intersect the existing building model pro-
ducing a set of small 3D cells.

3.2.2 Classification of 3D cells

In a next step, the generated 3D cells have
to be classified into building and non-build-
ing fragments. For this purpose, a ‘point-
availability-map’ is generated. It is a binary
image with low resolution where each pixel
defines a grid element on the facade. The
optimal size of the grid elements is a value
a little higher than the point sampling dis-
tance on the facade. Grid elements on the
facade where LIDAR points are available
produce black pixels (facade pixels), while
white pixels (non-facade pixels) refer to no
data areas. Of course, the already extracted
edge points and the resulting structures in
Fig. 6 are more accurate than the rasterized
point-availability-map. = However,  this
limited accuracy is acceptable since the bi-
nary image is only used to classify the 3D
cells, which are already created from the de-
tected horizontal and vertical window lines.
The classification is implemented by com-
puting the ratio of facade to non-facade
pixels for each generated 3D cell. Cells in-
cluding more than 70 % facade pixels are
defined as facade solids, whereas 3D cells
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Fig. 7: Classification of 3D cells before (left) and after enhancement (right).

a) b)

Fig. 8: Integration of an additional facade cell.

with less than 10 % facade pixels are as-
sumed to be window solids. In the left of
Fig. 7 these segments are depicted as grey
(facade) and white (window) cells.

While most of the 3D cells can be classi-
fied reliably, the result is uncertain especially
at window borders or in areas with little
point coverage. Such cells with a relative
coverage between 10 % and 70 % are rep-
resented by the black segments in the left
of Fig. 7. For the final classification of these
cells, neighbourhood relationships as well as
constraints concerning the simplicity of the

resulting window objects are used. As an ex-
ample, elements between two window cells
are assumed to belong to the facade, so two
small windows are reconstructed instead of
one large window. This is justified by the
fact that facade points have actually been
measured in this area. Additionally, the
alignment as well as the size of proximate
windows is ensured. For this purpose, un-
certain cells are classified depending on their
neighbours in horizontal and vertical direc-
tion. Within this process, it is also guaran-
teed that the merge of window cells will re-
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sult in convex window objects. Fig. 7 (right)
illustrates the enhanced classification result.
As it is depicted in Fig. 8, additional fa-
cade cells can be integrated easily if necess-
ary. Fig.8a shows the LIDAR measure-
ments for two closely neighboured windows.
Since in this situation only one vertical line
was detected, a single window is reconstruct-
ed (cf. Fig. 8b). To overcome this problem,
the window object is separated into two
smaller cells by an additional facade cell.
This configuration is kept if facade points
are available at this position (cf. Fig. 8c).

3.2.3 Facade modelling

Within the following modelling process, the
window cells are cut out from the existing
coarse building model. The result of the
building facade reconstruction is given in
Fig.9. The front of the pyramidal wall dor-
mer is not considered as being a part of the
facade. Therefore, the reconstruction ap-
proach is applied on the roof extension, se-
parately.

While the windows are represented by po-
lyhedral cells, also curved primitives can be
integrated in the reconstruction process.
This is demonstrated exemplarily by the
round-headed door of the building. Fur-
thermore, our approach is not limited to the

Fig. 9: Refined facade of the reconstructed building.
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Fig.10: Point cloud with coarse building model (left) and refined building model after recursive
facade reconstruction (right).

modelling of indentations like windows or
doors.

As it is visible in Fig. 10, details can also
be added as protrusions to the facade.
Fig. 10 (left) shows the available 3D point
cloud (courtesy of School of Civil Enginee-
ring and Geosciences, Newcastle Univer-
sity, UK) as well as the automatically gener-
ated coarse building model. Based on this
information, LIDAR points that are meas-
ured at protrusions can be detected easily
since they are not part of the facade plane
but lying in front of it. If these points are
classified as non-facade points, protrusion
areas can be identified in the same way as
window regions, just by searching no data
areas within the set of points that belong to
the facade. The availability of LIDAR
points in front of the facade helps to classify
the derived 3D cells as protrusion cells.
Their extent in the facade’s normal direction
can be reconstructed by fitting planes to the
measured protrusion points. In order to de-
tect further structures within the protrusion,
the whole reconstruction algorithm can be
applied recursively. The final result of this
process is depicted in Fig. 10 (right). It fea-
tures indentations as well as a protrusion
with recursively modelled windows.

3.3 Facade refinement by photos

The level of detail for 3D objects that are
derived from terrestrial laser scanning is li-

mited depending on the point sampling di-
stance. Small structures are either difficult
to detect or even not represented in the data.
By integrating image data in the reconstruc-
tion process the amount of detail can be in-
creased.

3.3.1 Derivation of 3D edges

Having oriented the image data, 3D infor-
mation can be derived from corresponding
image features in order to reconstruct details
of the facade such as crossbars. For this pur-
pose, edge points are extracted from the im-
ages by a Sobel filter. These edge point can-
didates are thinned and split into straight
segments. Afterwards, the resulting 2D
edges of both images have to be matched.
However, frequently occurring facade struc-
tures, such as windows and crossbars, hin-
der the search for corresponding edges.
Therefore, the boundaries of the windows
that have already been reconstructed from
the LIDAR points are projected into both
images. Only the 2D edges lying inside these
image regions are considered for the follow-
ing matching process. Fig. 11 depicts the se-
lected 2D edges for an exemplary window
in both images. Thus, possible mismatches
are reduced, even though, they cannot be
avoided entirely. Remaining false corre-
spondences lead to 3D edges lying outside
the reconstructed window. Therefore, these
wrong edges can be easily identified and re-
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Fig.11: Selected 2D edges for a window in both images.

moved. In addition, only horizontal and ver-
tical 3D edges are considered for the further
reconstruction.

3.3.2 Reconstruction of additional
facade structures

Photogrammetric modelling allows the ex-
traction of well-defined image features like
edges and points with high accuracy. By
contrast, points from terrestrial laser scan-
ning are measured in a pre-defined sampling
pattern, unaware of the scene to capture.
That means that the laser scanner does not
explicitly capture edge lines, but rather mea-
sures points at constant intervals. Further-
more, laser measurements at edges and cor-
ners may provide erroneous and unpredic-
table results because of the laser beam split
that is caused at the object border. For these
reasons, the positional accuracy of window
borders that are reconstructed from LIDAR
points is limited compared to the photo-
grammetrically derived 3D edges at cross-
bars. As a consequence, the 3D reconstruc-
tions from laser points and images may be
slightly shifted. Therefore, the reconstruc-
tion of the crossbars is done as follows:
For each window, hypotheses about the
configuration of the crossbars are generated
and tested against the 3D edges derived

from the images. Possible shapes are dyna-
mically generated as templates by recursive-
ly dividing the window area in two or three
parts. Recursion stops when the produced
glass panes are too small for a realistic ge-
neration of windows. The minimum width
and height of the glass panes are restricted
by the same threshold value. After each re-
cursion step, the fitting of the template with
the 3D edges is evaluated. The partition is

Fig.12: Reconstructed crossbars for two win-
dows.
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Fig.13: Detected 2D edges for a window captured under an oblique view.

accepted if 3D edges are available within a
buffer area around the dividing line. In a
final step, the crossbars and the window
frame are modelled. For this purpose, new
3D cells with a pre-defined thickness are ge-
nerated at the accepted horizontal and ver-
tical division lines as well as at the window
borders. The result is exemplarily shown for
two windows in Fig. 12.

While most of the crossbars can be recon-
structed reliably, problems may arise for
windows that are captured under oblique
views. Perspective distortions or occlusions
make it difficult to detect 2D edges at cross-
bars (cf. Fig.13). Consequently, fewer 3D
edges can be generated thereof in those
areas.

To overcome this problem, neighbour-
hood relationships are taken into account
within the final modelling step. The crossbar
configuration is assumed to be equal for all
windows of similar size which are located
in the same row or column. Based on this
assumption, similar windows can be simul-
taneously processed. Thus, the crossbar re-
construction leads to robust results even for
windows that are partially distorted or fea-
ture strong perspective distortions in the re-
spective image areas.

Fig. 14 shows the final result of the build-
ing facade reconstruction from terrestrial

LIDAR and photogrammetric modelling.
This example demonstrates the successful
detection of crossbars for windows of me-
dium size. However, the dynamic generation
of templates even allows for the modelling
of large window areas as they often occur
at facades of big office buildings.

4 Conclusions

Within the paper, an approach for the re-
finement of 3D building models was pres-
ented. For this purpose, both 3D point
clouds from terrestrial laser scanning and
image data are applied. Terrestrial LIDAR
can be reliably used to reconstruct larger
building parts, for example window areas
and protrusions. Smaller structures such as
window crossbars, which are frequently not
available from LIDAR due to the limited
point sampling distance, are extracted from
images. For the alignment of the LIDAR
data and the images acquired from inde-
pendent camera stations, a marker-free,
fully automatic method was proposed.
Our model refinement approach primar-
ily aims at the reconstruction of indenta-
tions such as windows and doors. However,
as we could show, the algorithm also allows
for the modelling of protrusions such as bal-
conies or oriels. The simple integration of
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Fig. 14: Refined facade with detailed window structures.

geometric detail is based on the building rep-
resentation by cell decomposition. Using
this modelling technique, topologically cor-
rect building models can be automatically
created at different levels of detail. Further-
more, as a consequence of the cell gener-
ation process, symmetry relations like cop-
lanarity or alignment are guaranteed even
for larger distances between the respective
building parts. Thus, despite of the limited
extent of the window primitives, which were
extracted by the analysis of terrestrial
LIDAR and images, structural information
can be generated for the complete building.
In future work, this information will be used
to support the facade interpretation at areas
where measurements are only available with

reduced quality and reliability. For these
reasons, in our opinion, this approach has
a great potential for processes aiming at the
reconstruction and refinement of building
models from multiple data sets.
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