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Abstract: In this article two methods for an almost
fully automatic generation of digital surface mo-
dels (DSM) from Ikonos stereo data are described
and limitations are analyzed. An important criti-
cal parameter for the derivation of DSM is the
convergence angle of the stereo pair. Impacts of
this value are shown and discussed.

Zusammenfassung: Vergleich von DSM-Erstel-
lungsmethoden auf Basis von IKONQOS-Stereobil-
dern. In diesem Beitrag werden zwei Methoden
flir die nahezu vollautomatische Erzeugung digi-
taler Oberflichenmodelle (digital surface models,
DSMs) beschrieben und analysiert. Ein wichtiger
kritischer Parameter fiir die Gewinnung digitaler
Oberflichenmodelle ist der Konvergenzwinkel
der beiden Stereo-Aufnahmen. Der Einfluss die-
ses Parameters wird untersucht.

1 Introduction

Digital surface models (DSM) and three di-
mensional city models are important for
many applications. Beside of maps, urban
planning and information systems stereo
data become essential in the case of catas-
trophes like earth quakes or floodings or in
case of civil defense applications because
they show the degree and the extent of de-
struction much more clearly than single im-
ages. An automatic interpretation of stereo
images regarding exact location and height
information will lead to fast change detec-
tion capabilities.

For this reason a system which is able to
generate fully automatically DSMs and even
3D-city models from VHR satellite imagery
like Tkonos is of great value for many ap-
plications. Since the intended purpose is to
provide such models very quickly e. g. in dis-
aster situations there are some require-
ments. A main point is that the information
has to be gained in a short time for any pos-
sible acquisition area on the earth surface.
Such constraints lead to the usage of stereo

images from very high resolution (VHR)
satellites from which the high resolution ur-
ban DSM can be derived. Beside this it is
not possible to rely on locally available in-
formation like cadastral data or data of
street networks in most developing coun-
tries. The models have to be generated fast
with a reasonable accuracy for relatively
large urban regions.

Two methods for an approach to a fully
automatic generation of a DSM are de-
scribed and limitations are analyzed. One
critical parameter for the derivation of a
DSM is the convergence angle of the stereo
pair. Based on Ikonos stereo pairs with dif-
ferent convergence angles the impact of this
value is examined and effects on the accu-
racy of the two methods are shown and dis-
cussed.

Three dimensional city models

Currently there exists a broad variety of
methods for city modeling. These methods
are mostly based on cadastral data, aerial
images, aerial and terrestrial laser scanner
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data, terrestrial photographs and much
more. The modeling integrates data from
several of these sources in often intense man-
ual work to the urban models (CyberCity
2006, 3D Geo 20006).

For example CyberCity uses a semi-auto-
matic extraction of 3D-point-clouds on a
photogrammetric workstation. From these
points the roofs are generated and the walls
are built by projection of the roofs to the
digital terrain model or directly from cadas-
tral data. The textures of roofs and walls
are finally extracted by projection of the
models into the aerial photos. As stated by
CyberCity a good operator is able to extract
up to 500 roof parts per day.

In our approach a big limitation is the
missing availability of several data sources.
To create models for a selected urban area
of the world in a short time it is often only
possible to obtain very few high resolution
satellite images of the area.

Subject of this work is to develop a system

which creates urban models only from a
minimum of two high resolution stereo sat-
ellite images. Such images are provided at
the moment e. g. by Space Imaging (Ikonos,
Spacelmaging 2006) with a ground resol-
ution of about 1 meter pan and 4 m multi-
spectral or Digital Globe (QuickBird, 60 cm
panchromatic and 2.4 m multispectral).
In the near future many more high resol-
ution optical satellites are due to go into op-
eration like WorldView I (2006) and II
(2008) offering half-meter panchromatic
and 1.4 to 1.8m multispectral resolution
(DigitalGlobe 2006).

Methods and algorithms

Area based matching algorithms depend on
comparing similar areas of a matching win-
dow. But areas with steep slopes and large
convergence angles lead to problems with
occlusion where such area based matching
fails.

One requirement for a good algorithm for
generating DSMs in urban areas is therefore
a good handling of geometric changes (a
roof appearing wide in one and narrow in
the other image) and occlusions (walls only
seen in one image).

By visual interpretation of a stereo image
pair, objects like houses, trees and cars can
be interpreted easily. Also the human recog-
nition masks out inconsistent areas as occlu-
sions automatically. Hidden features in one
and the other image vanish when looking
at the stereoscopic image and the brain rec-
ognizes a fairly good 3D image with almost
perfect height information.

Therefore an algorithm was searched
which maps corresponding lines of the im-
age pair one to the other. This restriction
to lines only can be introduced in a first ap-
proch if we stick to epipolar geometry of
the images.

A possible solution was found in an ap-
proach called “dynamic time warping”
based on dynamic programming which is
well known in speech recognition (NEY
1982, SAKOE & CHIBA 1978, ITAKURA 1975).
Recorded samples of words rarely fit to ac-
tual spoken words. A system has to match
the recorded voice with learned words. To
achieve this all samples are fragmented in
overlapping short parts of which a spectral
characteristic is memorized. The same pro-
cedure is applied to the voice input. As
speech is varying in duration such sequences
seldom fit together. But a simple linear
stretch in time is not applicable because
words are not uniformly stretched. Vowels
are stretched more whereas consonants
mostly keep the same length.

Due to the fact that the requirements are
very comparable — warp two sequences of
values to each other — this approach seems
to be suitable. Similar algorithms are al-
ready used in the meantime also in computer
vision (VAN MEERBERGEN et al. 2002, HIr-
SCHMULLER 2005).

2 Description of the DSM
generation methods

2.1 Hierarchical intensitiy based
matching (“‘method A”’)

Hierarchical intensity based matching as im-
plemented into XDibias image processing
system of DLR consists of two major steps.
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In a first step the matching process uses
aresolution pyramid (LEHNER & GILL 1992,
Kornus et al. 2000) to cope even with large
stereo image distortions stemming from car-
rier movement and terrain. Large local par-
allaxes can be handled without knowledge
of exterior orientation which is often not
available with sufficient accuracy. The selec-
tion of pattern windows is based on the
FOERSTNER interest operator (FOERSTNER &
GUELCH 1987) which is applied to one of
the stereo partners. For selection of search
areas in the other stereo partner(s) local af-
fine transformations are estimated based on
already available tie points in the neighbor-
hood from a coarser level of the image pyra-
mid.

Tie points with an accuracy of one pixel
are located via the maximum of the nor-
malized correlation coefficients computed
by sliding the pattern area all over the search
area. These approximate coordinates of tie
points are refined to sub-pixel accuracy by
local least squares matching (LSM). The
number of tie points found and their final
sub-pixel accuracy achieved depend mainly
on image similarity and decrease with in-
creasing stereo angles or time gaps between
imaging. The software was originally de-
vised for along-track 3-line stereo imaging
as utilized by stereo scanners MEOSS and
MOMS operated by DLR.

Normally, the procedure can be executed
fully automatically and results in a rather
sparse set of tie points well suited for intro-
duction into bundle adjustment and as an
excellent source of seed points for further
densification via region growing in the sec-
ond step. For example in the Munich Ikonos
case there are only 1% tie points or 0.6 %
in Athens area when the totally available
number of pixels is taken as reference.

The second step uses the region growing
concept first published by OtTro & CHAU
(1989) based on the implementation of the
Technical University of Munich (TUM)
(HEerpkE et al. 1996). It combines LSM with
a strategy for local propagation of initial
conditions of LSM.

Various methods for blunder reduction
are used for both steps of the matching:

e Threshold for correlation coefficient

e 2-directional matching and threshold on
resulting shifts of the coordinates

e Threshold on residuals in image space
from forward intersection based on the
rigorous modeling of the imaging process
or on rational polynomial functions
(RPC).

In areas of low contrast the propagation of
affine transformation parameters for LSM
inregion growing leads to high rates of blun-
ders. In order to avoid intrusion into homo-
geneous image areas (e. g. roof planes with-
out structure) the extracted image chips are
subject to low thresholds on variance and
roundness of the FOERSTNER interest oper-
ator. This and the many occlusions found
in densely built-up areas imaged with a large
stereo angle create lots of insurmountable
barriers for region growing. Thus for this
type of stereo imagery the massive number
of seed points provided by the matching in
step one turns out to be essential for the suc-
cess of the region growing.

The numbers of tie points found and their
sub-pixel accuracy is highly dependent on
the stereo angle. A large stereo angle and
thus a large base to height ratio b/h leads
to poorer numbers of tie points and to lower
accuracy in LSM via increasing dissimilarity
of correctly extracted image chips. Thus, a
large b/h cannot be recommended for stereo
imaging of city areas. This contradicts the
normal imaging practice for Ikonos and
QuickBird stereo acquisitions. Tab. 1 gives
the percentages of tie points from the two
matching steps for the Munich and Athens
test areas.

Tab.1: Percentages of tie points in relation to
interest operator points (original image resol-
ution of image pyramid) and total number of pi-
xels in image (region growing).

Test Stereo b/h |Percentage of tie
area angle ratio points
degrees
(deg ) Base: | Base:
interest | total
op.points | pixels
Munich 9.95° 0.17 86 % 84 %
Athens 30.28° 0.54 46 % 41%
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Tab. 2: Mean correlation coefficient ¢ from LSM
and standard deviation sigma of residuals in
RPC forward intersection (after blunder reduc-
tion).

Area c sigma [pixel]
Munich | 0.90 0.137
Athens | 0.78 0.175

In a first approximation the standard de-
viation of stereo height measurement is pro-
portional to the quotient of the standard de-
viation of the image coordinates from
matching and the base to height ratio. Thus,
a smaller b/h can be compensated by im-
proved matching accuracy. This effect can
be seen in Tab.2 for our test areas where
the smaller b/h seems to be even more than
compensated by better matching conditions.
Thus, in case of small stereo angles more
tie points with overall better accuracy can
be determined in densely built-up areas re-
sulting in a better DSM.

The tie point determination described
above does not require epipolar geometry.
The method described in the next chapter
is depending on epipolar geometry. For
VHR satellite imagery software has been de-
veloped to derive quasi epipolar images us-
ing algorithms given in MORGAN (2004). For
standard stereo configurations Ikonos im-
ages can be ordered already in epipolar ge-
ometry from Spacelmaging. With the newly
developed software epipolar images can be
generated also for multi-temporal stereo
pairs and non-standard Ikonos stereo imag-
ing conditions as for Munich test case.

In order to compute a DSM from the tie
point cloud from matching the object space
coordinates of the tie points are computed
by forward intersection based on the rigor-
ous modeling of the imaging process or on
RPC. If ground control points are available
they are used in bundle adjustment or cor-
rection of RPC. The irregular 3D point
cloud is transformed into a regular DSM
grid by using the triangulation and interpo-
lation as described in Hoja et al. (2005).

2.2 Dynamic line warping
(“method B”)

The images are assumed to be available as
a stereo pair with parallaxes in image line
direction (epipolar images, horizontal epi-
polar lines). Creating a dense digital surface
model (DSM) from such image pairs is
based on finding corresponding image parts
in each of the two images and calculating a
local height of an image feature out of the
relative displacement of the locations of this
feature in the two images (parallaxes).

Because of the assumption of epipolar im-
ages there exist only horizontal parallaxes
and no vertical shifts between the two im-
ages. This allows reducing the problem ““find
correlations of image parts between two im-
ages” to only “find correlations in corre-
sponding lines of the images”. Each line of
an image is represented as a profile of gray
values as shown in figure 1 top and bottom
respectively.

Such sequences have to be mapped on
each other stretching and compressing parts
to achieve an optimal local fit. To achieve
this the “dynamic time warp” algorithm
used in speech recognition was implemented
to warp image lines one to the other (Krauf3
et al. 2005).

The method used in speech recognition
(NEY 1982) calculates spectral characteris-
tics for short overlapping parts of the audio
samples and distances between each of these
parts and uses dynamic programming to re-
ceive a so called ““minimal total distance” for
the given sample with the compared sample
of the dictionary. Only this minimum total
distance is used further for determining the
most probable sequence of words.

For explanation of the method let’s take
as an example two sequences of values 7 and
I'asI"=(10210)and I'"=(01021).
The distance-matrix M, ; will then be calcu-

lated as M, ; = |I,— I]| thus

M=

(SR IR
_—0 = = o
I R
O = O N =
_O = = o
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In the next step the rows and columns are
cumulated to a matrix D filling the first line
and column according to

J
Di,/‘: Z M, D, = Z M, ,
k=1 k=1
and the rest of the matrix D, ;(i,j > 1) as
Djy=My+min{D; , . D;; ,D; ,; ,}

yielding D in the example from above:

112 33
1 2 1 3 4
D=3 2 3 1 2
4 2 3 21
4 3 2 4 2

In this Matrix D the overall distance is de-
fined as the rightmost bottom element — in
the example 2. This is a measure for all
needed shifting, stretching and squeezing
operations for one sequence to fit onto the
other. In speech recognition it’s sufficient
finding the dictionary sample with the smal-
lest minimal total distance to the given voice
input. But beneath this minimal total dis-
tance a so called “minimal path” can be de-
fined. This path connects the endpoints of
the compared sequences in a manner descri-
bing what parts of one sequence has to be
shifted, stretched or squeezed to fit on the
other. From this minimal path the searched
parallaxes can be extracted. Starting from
the rightmost bottom element going back
always using the smallest possible next
neighbour to the top, left or top-left gives
the minimal path (marked above in bold).

For the implementation of the algorithm
we first have to define a “distance”. In the

case of a direct comparison of the sequences
of gray values of the two epipolar images
this can be in a first approach the absolute
value of the gray value distance.

Calculating the matrix, picking a small
area of the result and showing the extracted
correlations between the input gray value
profiles yields Fig.1. As can be seen well
areas with different widths in the profiles are
correctly mapped to each other.

A perfectly diagonal line as minimal path
represents no relative displacements be-
tween the two profiles. All deviations from
this line indicate the searched parallaxes. If
this minimal path is represented by pairs of
coordinates p, = (i,j), it’s possible to fit a
parabola through D, , ;,,, D;;and D, ; ,
to calculate the parallaxes as the minimum
of this parabola in subpixel accuracy.

Using small window areas of diameter w
around every line position for calculating
the distance M gives better results but in-
troduces on the other hand smoothing ef-
fects as resulting from area based methods.
The distance M, ; of line y with images 7, ,
and /;  and window size w is then calculated
as

o—|w2]—1 o—|w2]—-1

Mi.j: Z Z |Ii+l¢y+ﬂ_1j/+/1.y+u|

A=—w2] p=-—|w?2]

Afterwards a vertical median filter of size 3
is applied to reduce line streaking and blun-
ders resulting from the line by line correla-
tion. For acceleration of processing time a
maximum correlation window size can be
chosen. Outside of this distance from the
main diagonal the matrix M simply gets fil-
led with a maximum distance value instead
of the calculated distance.

Fig.1: Found correlations between the two input gray value profiles (top and bottom of graphic).
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Fig. 2: lkonos image of test area *“Munich TUM”
(600 m x 400 m).

3 Image and reference data

For experiments the following Tkonos data
sets provided by Space Imaging were used:

e Munich acquired 2005-07-15, 10:28 GMT,
level 1A images (only corrected for
radiometry and inner orientation) with a
ground resolution of 83 cm and declina-
tion angles of +9.25° and —4.45°

o Athens acquired 2004-07-24, 9:24 GMT,
level 1B image pair (epipolar) with a
ground resolution of 88 cm and declina-
tion angles of —19.99° and +13.17°

Apart from these high resolution satellite
imagery a set of laser scanner data from the

region around the Technical University in
Munich was available as reference data.

The high resolution Ikonos satellite ima-
gery is accompanied by rational polynomial
coefficients (RPCs) for every image. These
coefficients are used to transform geogra-
phical coordinates longitude X, latitude Y
and ellipsoid height Z to image coordinates
(x, )" by division of two polynoms with 20
coefficients each (JACOBSEN et al. 2005,
GRODECKI et al. 2004).

The Munich scene is a non-standard
Ikonos stereo acquisition with a small stereo
angle of about only 10°. Spacelmaging pro-
vided the radiometrically corrected images
with RPC. After applying the area based
matching (image pyramid) tie points were
available for transformation of the image
pair into epipolar geometry (all parallaxes
in column direction).

The Athens scene was acquired as a so
called “Ikonos standard stereo pair’” which
stands for an exposure with declination
angles of about 10° to 20° each in one orbit
and delivery as epipolar images (actual
stereo angle was 30.28°).

The images given in Fig.3 contain the
same clippings from the Ikonos stereo pair
as the DSMs in Fig.4. As can be seen the
blocks of houses mostly contain narrow
courtyards in the center. These courtyards
are about 8§ to 10 m wide whereas the houses

Fig. 3: Sections (250 m X 250 m) of the stereo pair test area ‘‘Athens’’.
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are about 15m and the streets are about
12m wide.

4 Application of the methods to the
test data

4.1 Test data set Athens

The first example is the test data set
“Athens” as shown in Fig. 3. Applying first
the classical hierarchical algorithm (referred
as A in the following) gives as a result the
DSM shown in Fig. 4, left.

Applying the dynamic programming al-
gorithm (method B) with a window size w
= 3 yields Fig. 4, right.

The DSM in Fig. 4, left generated with
the classical hierarchical algorithm (A)
shows no large blunders but a much more
smooth DSM whereas the DSM calculated
with the dynamic programming (method B,
Fig. 4, right) shows sharp edges but many
blunders and streaking in epipolar direction
because of no linkage between the calcula-
tion of every epipolar line. As can be seen
method B shows much more details especial-
ly at sharp ridges than method A but gen-
erates also more blunders.

As can be seen in Fig.4 method A
smoothes out most of the smaller courtyards
because of the window size of 13 x 13 pixels
used in region growing. The streets in this

area are, however, wide enough to be found
by method A. Method B on the other hand
reveals sharp edges from top to bottom re-
producing buildings, courtyards and streets
much more clearly whereas the line streak-
ing effects leading to blurry edges can be
seen left to right — in epipolar direction.

4.2 Test data set Munich

Applying method A to the Munich scene
shown in Fig.2 yields the DSM shown in
Fig.5 and 6 left.

As can be seen the results are obviously
better than in the Athens scene. Small court-
yards are better resolved than in the previ-
ous test case. However comparing Fig. 5, left
with the reference laser DSM (Fig. 7) shows
some blurring at the edges of the buildings
and smoothed out regions on the main
building of the university.

After transforming the Munich scenes lo-
cally to epipolar geometry using some tie
points the dynamic programming algorithm
is applied to the area around the technical
university with a window size of 3 (Fig. 5,
right) and the analogous clipping in Fig. 6
on the right side.

Comparing the two DSMs generated by
method A and B and the laser DSM reveils
the differences as can be seen in Fig.5 to
7.

Fig. 4: Details of DSMs of the test area "'Athens’’ (Fig. 3) generated by hierarchical intensity based
matching (method A, left) and by dynamic line warping (method B, right).
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Fig.5: DSM generated by applying the hierarchical intensity based matching of method A (left) to
the Munich scene Fig. 2, right: DSM calculated with method B.

Fig. 7 shows the laser DSM used as ref-
erence data for comparison of the generated
DSMs from the Ikonos images.

The DSM generated by method B shows
much less smoothing than the one generated

Fig.7: DSM of test area “Munich, TUM" (Fig.2)
generated from Laser scanning data. The green
line shows the location of the profile depicted
in Fig.9.

with method A but on the other hand more
blunders as can be seen for example in the
grass area near the Old Pinakothek and
streaking effects in epipolar direction (top
to bottom).
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Fig. 8: Masks created manually showing buildings (left), streets, grass and soil (middle) and trees

(right).

The edges of the buildings are more
straight in epipolar direction with method
B than with method A but cross epipolar
direction more jagged than with method A
due to the line streaking effects. So the tower
of the university in the middle of the south-
ern buildings gets nearly wiped out with
method B due to the streaking where on the
other hand the rim of the western building
and the ridge of the main building is badly
reproduced by method A.

5 Quality assessment of the
generated DSMs

5.1 Masking

For assessment of the generated DSMs the
test area is divided into three classes, namely:

e buildings
e streets, grass and soil
e trees

Masks for these areas were manually created
(see Fig.8).

Statistics and histograms were calculated
for every class. Tab.3 shows the mean

heights h and standard deviation ¢ for each
of the masked areas and each DSM case.

Tab. 3 shows that both methods estimate
the heights of buildings in reference to the
laser DSM about 2.5 m too low and the level
of streets and soil about 1.5 m too high. This
is due to a smoothing of the walls as can
be seen also in the profile in Fig.9 which
raises on the one hand street levels in prox-
imity to steep walls and lowers building
heights near rims of the buildings on the
other hand. The standard deviations of the
differences certifies method A better results
than method B especially in building areas.

Method B shows an overestimation of
tree heights in comparison to the laser DSM
and method A of about 4 m. The laser DSM
is a composit of flight campaigns in April
and November 2003 with sparse foliage and
all fetched 3D points averaged. Thus the
heights in the laser DSM should be lower
than the DSMs generated from the july
Ikonos imagery. As shown in REINARTZ et
al. (2005) forest and tree heights are often
underestimated by optical stereo evaluation
using method A.

Tab.3: Mean heights h and standard deviation sigma in meters for the three masks applied to
laser-DSM and DSMs generated by method A and B. The last two lines show the difference DSMs
between the DSM of method A and the laser DSM and DSM B and the laser DSM.

Buildings Streets Trees
Channel h g h g h g
Laser DSM 530.34 6.21 517.48 4.49 522.25 417
Method A 527.85 6.72 519.14 6.41 523.18 5.52
Method B 527.97 8.13 518.84 7.33 526.18 6.14
A — Laser —2.49 3.49 1.66 5.56 0.92 4.68
B — Laser —2.37 5.11 1.36 5.95 3.92 4.46
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5.2 Profiles

As another method for visualization of the
quality of two DSMs profiles are chosen.
Fig.9 shows a profile cut from south to
north along the main building of the univer-
sity starting at a tree south of the street and
stretching over the campus through the
street north as drawn into Fig. 7.

The first peak denotes a tree south of the
street. The second peak is the first (southern)
building, after a small courtyard follows the
gable of the main building, a second yard
and the northern building. Since the south-
ern and northern buildings are cut across
the roof slope can be seen.

Looking at the steep walls of the buildings
a smoothing as shown in Fig. 9 on the right
building can be seen. Analyzing the slope
shows that the width of an object is almost
correct at a height of about 80% and
smoothes out about 4 to 5 meter at the bot-
tom of a building.

In this case of the Munich scene no sig-
nificant differences in smoothing out steep

walls between method A and B can be seen.
However both methods are not satisfactory
enough because of large errors e. g. on the
main building arising from missing tie
points in method A or height errors in the
first courtyard with method B arising from
streaking effects in epipolar direction.

Looking at profiles across buildings in the
Athens case gives another view as can be
seen in Fig. 10.

The profile show a clear difference in the
smoothing out of steep walls in comparison
to the munich scene profiles above. Especial-
ly in Fig. 10 complete courtyards are missing
due to non existing tie points because of the
large convergence angle of this stereo pair.

The quality of the DSM generated by
method B shows no such big degradation
under increasing convergence angles as
method A. Here also streets, courtyards and
steep walls still remain visible and get repro-
duced reasonably good as can be proved by
visual check of the DSMs from Fig. 4 with
the original imagery in Fig. 3.

570 T T T T
laser DSM ——
DSM - A ---——---
DSM-B --------
560 - 0 .
550 | i

540

530

520

510 i L
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Fig. 9: Profiles of the DSMs generated by method A and B for test area

150 200 250

“Munich, TUM” (all units

in meter). The location of the profile is shown in Fig.7.
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Fig. 10: Profile from center of Fig. 4 showing higher buildings with narrow courtyards.

6 Discussion

Comparing the DSMs generated by the two
methods for the two test scenes shows pros
and cons for both methods. So method A
relies heavily on finding good tie points in
the first step since the region growing can’t
proceed to large areas in urban scenes due
to occlusion and other effects. But missing
tie points result in a smoothing out and
therefore no straight and sharp edges.

Method B on the other hand suffers in
the herein presented algorithm much from
streaking effects and large blunders in
meadows.

But comparing the profiles of the DSMs
of the Munich scene with the Athens scene
shows clearly an effect of the larger conver-
gence angle in the Athens case. While
method B achieves almost the same charac-
ter of the DSM as in the Munich case with
a relatively small convergence angle the
DSM quality of method A drops significant-
ly due to more missing important tie points

and therefore a smoothing out of much
more small details like streets or courtyards.

Further work will be needed to reduce the
streaking between lines through intercon-
nection of the epipolar lines in the DSM gen-
eration with method B. Also analyzing and
eliminating large blunders in grass areas
possibly due to BRDF effects have to be im-
plemented.
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