
Dreiländertagung der DGPF, der OVG und der SGPF in Bern, Schweiz – Publikationen der DGPF, Band 25, 2016 

496 

Recognition of Road Network in Aerial Images 
using CRF and Marked Point Process 

XUANZI YONG1 & UWE SÖRGEL2 

Abstract: In this paper, we propose a method to combine a Marked Point Process with 
Conditional Random Fields for the purpose of road network extraction, in which stochastic 
process and probabilistic graphical model classification are coupled together, aiming at 
extracting road network faster and more efficiently. In our method, superpixel segmentation 
is conducted first and the resulting segments are regarded as the basic units or primitives for 
classification. The features are mainly derived from the attributes of an ellipse circumscribing 
the superpixel, which are fed into a conditional random field operating on the superpixel 
graph. On the next step, each superpixel segment is modeled as a directed point in space. 
Instead of usual uniform sampling as prior, we take advantage of the labeling results of the 
previous CRF classification, which provides for each segment a belief of being as a part of 
road. The spatial interactions between point segments are defined by means of the direction 
of the superpixel ellipse. Compared with the traditional marked point process, much less input 
points are considered, the sampling procedure is reduced leading to faster convergence of the 
optimizing process.  
 

1 Introduction 

The knowledge of road network offers plenty useful information for human daily life such as 
routing and navigation, as well as applications in commercial and industry area, for example, hot 
topics like unmanned aerial vehicles and self-driving cars, in use for purposes such as surveillance 
and control. To be useful, this kind of information need to be updated correctly on time. In order 
to minimize or even avoid such manual operations, the problem of automatic road network 
recognition has been widely investigated for many years.   
However, this topic is still a challenging. There are many difficult factors preventing to get a good 
solution. The appearances of roads are various. We might deal with a countryside alley, which is 
narrow and curved, or a crowded road on metropolis, which is full of moving mobiles and parked 
with parking cars on the side. Moreover, the complex environment around road area may cause 
mistakes, for example, buildings with concrete roofs or the traditional grey-green roof tiles. These 
road-like background objects should be eliminated. On the other hand, a core purpose of road 
networks is to provide good connectivity, which is one of the kern point especially for routing and 
navigation. But in practice, the shadows of buildings and even the crowns of trees may divide the 
road into parts. 
In this work, we propose a new point process framework for road network extraction. It contains 
three steps as image segmentation, CRF pre-classification and point processing. The segments are 
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modelled as shaped points which inherit the feature of the underlying segment. Also, a CRFs as 
well as MPP model is constructed for road recognition. While common MPP model the objects as 
random numbers at some random location, the sampling process is quite time-consuming. Our 
proposed method uses a simple CRF to derive an initial segmentation and classification, leading 
to a significant lower number of objects compared to the given pixel grid. Then we turn to MPP 
sampling, which ensures that relevant points are sampled more frequently, leading to significant 
speed up the simulation process and convergence to final result.  

2 Related works 

The problem of automated road recognition has been widely investigated for many years. The 
proposed resolutions range from image segmentation (SONG & CIVCO 2004) to line detection (JIA 
et al. 2005), from mathematical morphology (VALERO et al. 2010) to advanced statistic models 
(WEGNER et al. 2013).  
Conditional random fields (CRF) are widely used for image classification and labeling (ZHANG & 

JIA 2012; ZHONG et al. 2014). HUANG et al. (2014) proposed an object-based CRFs model for road 
extraction, in which each object is represented by the color, the gradient of histogram and the 
texture. Object-based methods are robust to noise and can make full use of spatial information. A 
road network can also be represented in a graph as collection of line segments. WEGNER et al. 
(2015) introduced a higher-order CRF model, where the clique consists of all pixels along 
minimum cost paths which enables to overcome to some extent occasional false negative labeling 
in between longer chains of true positive segments.  
Marked Point Process (MPP) model objects within a stochastic framework and are adapted by 
incorporation of geometrical constraints in the solution in a manner which enables dealing with 
correlated and geometrical noise (DESCOMBES & ZERUBIA 2002). Models based on marked point 
process have provided convincing results in various applications like population counting, 
structure detection and texture representation (LAFARGE et al. 2010). The recognition targets are 
created as parametric objects, e.g., in (STOICA et al. 2004), roads are treated as sets of line segments 
with length and orientation. The small line segments are random sampled and moved to construct 
a road network by concerning the interaction between line segments. In this way, the figure of road 
can be remain well. CHAI et al. (2013) proposed a new point process taking junction point into 
consideration, which provides a structurally-coherent solution and performs functional well on 
different network extraction applications.   
Besides aerial imagery, many researches are concerning with other kinds of remote sensing data 
for road network extraction, e.g. satellite imagery (SINGH & GARG 2013; YUAN et al. 2011), 
LiDAR (ZHAO & YOU 2012) , SAR images (LU et al. 2014; HE et al. 2013; LIU et al. 2013), 3D 
Point clouds (BOYKO & FUNKHOUSER 2011) and others (WANG et al. 2012 ). 
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3 Problem formulation 

3.1 Image segmentation and points description 

Since the remote sensing data are always in a large scale, we first generate superpixel segments 
and treat them as the entities for subsequent processing in this work. In this way, the search space 
is simplified and the computational load therefore reduced. 
Usually a road network is regarded as a set of several long and narrow connected parts. In order to 
extract these properties from our data, we take use of the circumscribed ellipse to describe such 
irregular shaped segments. And the following features are taken into account, which characterize 
an ellipse:  
 center coordinate, which refers to the location of the segments,   
 rotation angel, which points out potentially, if the segment is a part of road, the orientation 

of the road,  
 axes, which represent the scale of the segment.  

Besides, we define a feature ratio as the quotient of minor axis to major axis of a circumscribed 
ellipse, ݋݅ݐܽݎ ∈ ሺ0,1ሿ, which describe the shape of the segment. A low ratio value indicates an 
elongated shape.  
These superpixel segments are hereinafter referred to as points. And these points could be treated 
as “line segments”. Thus the image is represented as a set of marked points ܺ ൌ ሼݔ௜ሽ, ௜ݔ	 ൌ
ሺݓ௜, ݃௜, ,௜݋ ,௜ݓ ௜ሻ, whereݎ ݃௜, ,௜݋ ௜ݎ  are location, gray value intensity, orientation and ratio of the 
point respectively. These parametric objects will be used later in marked point process.  

3.2 Pre-classification using Conditional Random Fields 

Conditional random field is a probabilistic model for labelling. We construct a simple pairwise 
CRF to pre-classify the image. The graph energy function is defined on unitary as well as pairwise 
cliques as: 

ܧ ൌ෍Ψ௜ሺݔ௜ሻ ൅ ෍ Ψ௜௝൫ݔ௜, ௝൯ݕ
ሺ௜,௝ሻ∈ࣟ௜∈ࣰ

,																																																																		ሺ1ሻ				 

where ࣰ refers to the set of points and ࣟ represents the set of adjacent point pairs. 
The unary energy Ψ௜  is derived by training a Random Forest Classifier (BREIMAN 2001). 
Considering the local attributes, the grayscale intensity as well as the ratio of the points are chosen 

Fig. 1: Superpixel segmentations with different capacity. First two images are segmented by SEEDs 
and the last two by SLIC.  
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as feature of a point. The orientations of the points are still ignored here, because it is not useful 
for unary potential which does not consider context yet. 
The binary energy Ψ௜,௝ is formed by a contrast sensitive Potts model as: 

Ψ௜,௝ሺݔ௜, ௝ሻݔ ൌ ቊ
0																																										, ௜ݔ	݂݅ ൌ ,௝ݔ

ଵߠ ൅ ሺ1 െ ଵሻ݁ߠ
ఏమฮூ೔ିூೕฮ

మ
, ,݁ݏ݅ݓݎ݄݁ݐ݋

																										ሺ2ሻ 

        

where ߠଵand ߠଶ are hyperparameters learned during training. ܫ௜	and ܫ௝ are the feature vectors of 
point ݅ and ݆, respectively. The extracted grey values and the orientation properties are applied as 
features. The model punishes the labelling inconsistence between adjacent points with similar 
optical performance and a high likelihood to be connected road parts.  
Finally, alpha-expansion graph cut algorithm (BOYKOV et al. 2001) is applied to infer the labelling.  
Many researchers have been working on the topic of CRFs for road extraction and shown a better 
result (WEGNER et al. 2013). Since in our framework, CRFs are only used as pre-classification, we 
take only simply model and no more details are discussed here. 

3.3 Marked Point Process  

A Point process F describes a random configuration of points in a continuous bounded set K. For 
݊ ∈ Գ, let Ω௡ be the set of all unordered configurations ߱ ൌ ሼ߱ଵ, …	߱௡ሽ	that consists n unordered 
points ߱௜ ∈  A point process is a measurable map from a probability space into the set of .ܭ
configurations Ω. Marked Point Process is extended from a point process with marks. Adding each 
point ݌௜ with additional parameters ݉௜ associates the point with an object ݔ௜ ൌ ሺ݌௜, ݉௜ሽ, thus the 
geometric features of images can be modelled. 
Comparing to (LACOSTE et al. 2005), the problem of geometric constrains in this work are 
simplified. The spatial interaction behavior can be ignored, while the relationship between two 
different points are only adjacent or not.  

3.3.1 Data energy 
A probability density ݄ሺ⋅ሻ can define the consistency of data and spatial independence between 
points. The total energy of the model is defined as: 

ܷሺݔሻ ൌ ෍ ௜ሻݔሺܦ ൅ ෍ ܸ൫ݔ௜, ,௝൯ݔ
௫೔,௫ೕ∈௑௫೔∈௑

																																																												ሺ3ሻ 

where ܦሺݔ௜ሻ is the unary data energy measuring the coherence of the object ݔ௜  with respect to 
image and ܸ൫ݔ௜,  .௝൯ measures the quality of a pairwise interaction between objectsݔ

As shown in Fig. 1, the pixels on the road usually have high responses ratios and similar colors. 
Considering these two assumptions, the data consistency intensity is defined as: ݄ௗሺݔሻ ∝ ݄௚ሺݔሻ ⋅

݄௥ሺݔሻ, where ݄௚ and ݄௥ are the grayscale and ratio value distributions learned from samples by 
means of normalized histograms. And the data consistency energy is represented as: ܦሺݔ௜ሻ ൌ
	െ log ݄ௗሺݔ௜ሻ.  

With respect to the graph connectivity, three different criteria are considered: the orientation 
similarity, the degree of adjacency and a self-defined distance between two points. The pairwise 
energy is defined as: 

ܸ൫ݔ௜, ௝൯ݔ ൌ ,௜ݔ௖௢௡௡൫ܧ ௝൯ݔ ⋅ ,௜ݔ௔ௗ௝൫ܧ ௝൯ݔ ⋅ ,௜ݔௗ௜௦௧൫ܧ  ሺ4ሻ																															௝൯.ݔ
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Unlike the complex interaction model in (STOICA et al. 2004), we are interested only in the local 
neighborhood. As introduced in Sec. 3.2, we penalty a pair of adjacent points with great difference 
in orientation with 

,௜ݔ௖௢௡௡൫ܧ ௝൯ݔ ൌ 1 െ sin൫ฮ݋௜ െ  ሺ5ሻ																																																															௝ฮ൯,݋

where 	݋௜ is the orientation of	ݔ௜.  

In some cases rooftops of buildings look quite similar to adjacent road segments. They feature 
similar or even parallel orientation like the road segments. In order to filter such objects, we 
enforce a collinearity constraint along roads by calculating the distance from a point to the other 
adjacent point located line. For a pair of points, the distance from a point to another point standing 
line is not symmetric. Hence we take the energy as the average of the bidirectional distance: 

,௜ݔௗ௜௦௧൫ܧ ௝൯ݔ ൌ
1
2
ቀ݀݅ݐݏ൫ݔ௜, ௝൯ݔ ൅ ,௝ݔ൫ݐݏ݅݀  ሺ6ሻ																																											௜൯ቁ,ݔ

where ݀݅ݐݏሺ݅, ݆ሻ is the function calculating the distance from ݅	to the line decided by ݆  and its 
orientation.  

 ௔ௗ௝ is a term referring to the sum of lengths of the edges that two points have in common. As canܧ
be seen from Figure 1, the dark gray segments are connected on the shorter side and thereby 
construct a road network. Therefore, we decide the adjacent relevant energy as: 

,௜ݔ௔ௗ௝൫ܧ ௝൯ݔ ൌ min ቊ
ܿ

௜ܰ,௝
, 1ቋ,																																																																												ሺ7ሻ	

where ௜ܰ,௝	refers to the number of adjacent pixels in ݔ௜	and ݔ௝, and ܿ is a factor to ensure the value 
of ܧ௔ௗ௝ in a proper range. 

Thus two points in the near with similar orientation can be characterized together.  

3.3.2 Simulation 
The maximum density is usually estimated by a RJMCMC sampler (GREEN 1995) coupled with a 
simulated annealing in CHAI et al. (2013) and STOICA et al. (2004). In this way, the global 
optimization can search over varying dimensions. This sampler simulates a discrete Markov Chain 
ሺܺ௧ሻ௧∈Գ on the configuration space Ω, converging towards an invariant measure specified by U. 
The conventional RJMCMC sampler performs successively on objects, but takes long time, 
especially for large scale problems.  
Conventionally, in point process, a Poisson or a uniform distribution are used as reference 
distribution. For Poisson process, the number of points follows a discrete Poisson distribution and 
the position of them is uniformly and independently distributed. In image analysis applications, 
uniform distribution is used, while all the points are treated equally in an image. VERDIE & 

LAFARGE (2012) proposed a new parallel sampler integrated with data-driven partition, which 
allow the points non-uniformly distributed in the image. In our model, the reference distribution 
is determined by the results from previous CRF classification. After CRFs pre-classification, the 
image parts are labelled as roads or backgrounds. With these characteristics, the points of images 
are distinguished by sampler and treated as non-uniform distributed. The points classified as roads 
are signed with high possibility. And the interested points with high possibility should be sampled 
frequently and has a high acceptancy.  
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4 Experiments 

We evaluate our experiments on the dataset of the city Graz, Austria. Each image from the dataset 
is a tile of the aerial true mosaics with 1000 ൈ 1000 pixels. The simulation process are dealt with 
the open source C++ library librjmcmc (BRÉDIF & TOURNAIRE 2012). 
The images are first segmented into superpixels. We apply two algorithms SEEDs (VAN DEN 

BERGH et al. 2012) and SLIC (ACHANTA et al. 2012) respectively. As shown in Fig. 1, SLIC offers 
a more regular and compacter superpixels with a low computation. The superpixel generated by 
SEEDs are usually so irregular, that the major axes of their circumscribed ellipses are long. Hence, 
the points with low ratios are dominant, which has a bad effect on the quality of results. 
For the purpose of studying the effect of the number of points in the model, we segment the image 
into about 200 superpixels and 600. From Fig.1, more details are separated out such as the parked 
cars on roads. Since the scale of each superpixel is smaller than before, most of the points are 
closer to the similar. On this aspect, the shape feature like ratios and orientation cannot describe 
the attributes of the points reasonable and hence it is not proper to our model. On the other hand, 
we focus on a fast resolution of the road network extraction problem. Considering the time and 
space computation, the segmentation leading to a lower number of segments is taken in this work. 
The quality of results are measured by the following generally used standard criteria for road 
network extraction. Completeness, defined as: Completeness = TP/(TP+FN), is the fraction of the 
road parts that are successfully extracted. And correctness estimates the percentage of the road 
parts extracted in results, as correctness = TP/(TP+FP). Quality is a balance accuracy in the form: 
quality = TP/(TP+FN+FP). Noticing that we only deal with the evaluation process pixel-wise. 
First of all, comparing to the conventional methods, this proposal accelerate the simulation process 
in a significant degree. Due to the low data capacity, that 1000 ൈ 1000 pixels are represented only 
as about 200 points, the results come out in about 75s on average, and for the same situation, other 
methods need at least 4 minutes (CHAI et al. 2013; VERDIE & LAFARGE 2012). 
 

Fig. 2: Proposed road extraction results. From left to right [1]: using simple CRFs; [2]: using MPP with 
CRFs; [3]: using Poisson point process. True positives are displayed green, false positives blue 
and false negatives red 
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Tab. 1: Quantitative evaluation of the proposed method. All numbers are percentages. 

 Completeness Correctness Quality 
[1]CRFs 64.80 46.21 36.94 
[2]MPP 65.30 52.10 40.80 

[3]Poisson 74.45 44.09 38.30 

 
The road network extraction results are displayed in Figure 2 and estimated as Table 1. We first 
take use of our defined CRFs to get the pre-classification results, which is recorded as [1] CRFs. 
Then the marked point process is used and the results are marked as [2] MPP. It shows that the 
proposed MPP improves the result from CRFs on all the considered criteria. Some missing road 
parts are filled in and new paths are found on the left side of the image. Furthermore, we apply 
Poisson point process to the model with our proposed parametric points. We can find that with 
Poisson point process [3] provides a better completeness, by which more road parts are recognized, 
but the non-road background are false recognized either.  
In addition, we evaluate the performance of our framework with different superpixel segmentation 
methods and the extraction results are shown in Figure 3 using SEEDs and SLIC respectively. 
Obviously using SLIC superpixels provides a better result than the points generated by SEEDs. 
The former extracts a network with a better connectivity, while SLIC segmentation usually 
provides more regular superpixels. 

5 Conclusion and future work 

We have proposed a new framework for extracting road networks from aerial images. In this work, 
shape features are extracted from the superpixel segments and then used in a simple pairwise CRFs 
model for image classification. The algorithms improves the sampling process by adopting the 
classification results and avoids complex geometric constrains. Comparing to the conventional 
marked point process relevant methods, the method improves the performance in terms of 
computing times and data scale. 

Fig. 3: Proposed road extraction results using SEEDs (left) and SLIC (right). The color indications are 
the same as in Fig.2. 
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The current results still have some problems needed to be fix. A better pre-classification results 
will lead to a more reasonable resolution. Some strategies are provided in many researches, e.g. 
using higher-order CRF, which can model the total energy of the road graph and ensure more about 
the connectivity. In the future work, we intend to study on more sophisticated CRFs as well as 
MPP model based on our point and feature. 
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