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Complementary Features Learning from RGB 
and Depth Information for Semantic Image Labelling 

LIN CHEN1, DAIXIN ZHAO1, CHRISTIAN HEIPKE1 

Abstract: In this paper, we present a complementarity constraint for features computed from 
different sources of input data before fusion in semantic labelling. A two-branch encoder-
decoder architecture with ResNet-50 is proposed and used as classification network. Our 
proposed complementarity constraint is added to the standard softmax cross-entropy classi-
fication loss. The impact of different weights for this constraint in multi-modal data fusion is 
investigated. The result of the two branch network is also compared to the one obtained with 
only the spectral information. The constraint is shown to improve the results consistently in 
our experiments. Different amounts of improvement are achieved when different weighs for 
the complementarity constraint are used. 
 

1 Introduction 

Semantic image labelling, called classification in remote sensing, is the process of assigning an 
object class label to each pixel in an input image. This labelling process for aerial and satellite 
images is one of the fundamental tasks in photogrammetry and remote sensing. Applications, e.g. 
land cover classification, land-use classification and change detection, rely heavily on semantic 
labelling. Therefore, semantic image labelling has been a focus of research in photogrammetry 
and remote sensing community for a long time. 
Spectral information of images, such as RGB or IRRG, is normally the first data source for clas-
sification. However, multi-modal data such a combination of spectral and depth information is 
frequently available, and the height data can add additional information. For instance, the ap-
pearance of objects may change due to shadows and weather conditions (e.g. cloudy, snowy), but 
a digital surface model is not influenced by these effects.  
In recent years, the research focus of semantic labelling has shifted from probabilistic graphical 
models, e.g., conditional random field (CRF), to deep neural networks. Deep neural networks are 
designed to extract useful features from the input automatically for the underlying task. Among 
many of the deep neural networks, convolutional neural networks (CNN) (LECUN et al. 1998) 
attracts most attention in image classification and semantic labelling. Fully Convolutional Net-
works (FCN), a variant of CNN without a fully connected layer, directly generates a classifica-
tion map for the entire input images and is now a stand tool for semantic labelling. The encoder-
decoder architecture based on FCN (NOH et al. 2015; BADRINARAYANAN et al. 2017; CHEN et al. 
2018) shows state-of-the-art performance on many semantic labelling benchmarks.  
One of the major concerns in using multi-source data for semantic labelling is how to properly 
fuse the data in a multi input branch encoder-decoder FCN. Features extracted from different 
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sources of input is normally fused in the early or middle stages (i.e., before decoding) of the net-
work. In this paper, we build a complementarity constraint to motivate the features from different 
source to be perpendicular to each other, thus “different” distinctive features are learned by the 
network. A comparison of adding this constraint with different strength for an encoder-decoder 
form of network proposed by us is also presented and analyzed. 

2 Related Work 

Semantic labelling is one of the major tasks in remote sensing image interpretation. Fully Convo-
lutional Networks (FCN) (LONG et al. 2015) take an arbitrary size input image and then learn the 
features through a gradually down-sampled convolution with trainable kernels; a dense pixel-
wise classification map is then generated for the input image through an up-sampling stage. The 
final classification map can be 1/4 or 1/8 of the input image size. Several studies based on this 
architecture, e.g. SegNet (BADRINARAYANAN et al. 2017) and DeepLab (CHEN et al. 2015), are 
now standard baselines for semantic labelling. The following networks take the idea from FCN 
and achieve better accuracy in semantic labelling tasks. DeconvNet (NOH et al. 2015) builds a 
convolution-deconvolution network based on the VGG 16-layer Net (SIMONYAN et al. 2014) to 
upsample the convolutional feature maps to the original input image size. With the same back-
bone of VGGNet, SegNet presents an encoder-decoder architecture (bottleneck architecture) and 
stores the encoder max-pooling indices for producing sparse feature maps in the decoder stage. 
DeepLab v3+ (CHEN et al. 2018) takes advantages of the encoder-decoder architecture and 
Atrous (HOLSCHNEIDER et al. 1989) Spatial Pyramid Pooling (ASPP) from the first version of 
DeepLab. They utilize the dilated convolution (a.k.a. atrous convolution) to enlarge the receptive 
field of the convolution filter. Specifically, zero values are inserted between filter values to form 
a larger field-of-view without increasing the number of parameters. The rate parameter deter-
mines the number of zeros inserted between two adjacent filter matrix values, and thus controls 
the size of the receptive field. By using different rates of same size filters and stacking the re-
sults, a multi-scale response is imitated. These architectures have achieved notable performance 
improvements in semantic labelling tasks, e.g. using the PASCAL VOC 2012 (EVERINGHAM et 
al. 2014) and Cityscapes (CORDTS et al. 2015) datasets. 
On the other hand, multi-modal data is frequently available in practical applications and is also 
provided in recent semantic segmentation contests, such as the ISPRS benchmark for 2D Seman-
tic Labeling Contest (ROTTENSTEINER et al. 2014). Using multi-modal data can potentially im-
prove the semantic segmentation performance because of the complementary information from 
different source. FuseNet (HAZIRBAS et al. 2016) makes use of RGB and depth (2.5D) with a 
two-branch-encoder and fuses the output from each branch at the end of encoder stage, and the 
fused information is then fed into a RGB-D decoder for generating a pixel-wise classification 
map. CHEN et al. (2018) investigate the impact of combinations of hand-crafted radiometric, e.g., 
NDVI (normalized difference vegetation index), and geometric features (e.g., nDSM, change of 
curvature) derived from the true orthophotos and DSM. The combination of RGB and normal-
ized DSM (nDSM) delivers the best results in their investigation. AUDEBERT et al. (2018) ex-
plore the influence of where to fuse different source of information, e.g., IRRG, nDSM, NDVI 
and DSM data, in an encoder-decoder structure based variants of FuseNet. Their results show 
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that early fusion improves the semantic segmentation performance by learning multi-modal fea-
tures jointly. Nevertheless, late fusion is helpful for hard pixels as the authors observed in exper-
iments. In those mentioned works, two frequent fusion manners, summation and concatenation 
of input feature vectors for different modal, are used. 
DualNet (HOU et al. 2017) focuses on learning complementary features from different sub-
networks for same-source input data in object classification. Two parallel sub-networks without 
shared parameters extract features from the same source and then their extracted features are 
fused by summation (main-branch). A cross-entropy classifier based on the fused features acts as 
the main loss and two other cross-entropy classifiers built based on the features computed from 
each sub-network act as auxiliary losses. To motivate sub-networks to learn complementary fea-
tures, only the loss from one sub-network and the main branch are calculated and the parameters 
of the other sub-network keep fixed in a single iteration. The two sub-networks are trained alter-
natively, which means the sub-networks exchange the role of being optimized and fixed after 
each iteration. This alternative learning strategy can prevent one sub-network from moving to-
wards the same weights as the other, and hence allows both sub-networks to capture discrimina-
tive, but complementary features from the input data. Once the networks are well trained, a joint 
fine tuning of all three branches is conducted, which yielded a minor performance improvement. 
As far as we know, DualNet is the most closely related work to our research. However, their 
work concentrates on descriptor learning for object classification. In this paper, we hypothesize 
that if the mid-level features (those extracted at the end of the feature extraction stage in the net-
work) computed from RGB and depth information are complementary to each other, then the 
information computed from RGB and depth will reinforce each other and thus provide more dis-
tinctive and complementary features for classification. Based on this hypothesis, we formulate a 
complementarity constraint for the mid-level features of RGB and depth information. The com-
plementarity constraint leads to features which are perpendicular to each other in high dimen-
sional feature space, thus the features span different dimensions in feature space, which means 
they are aimed at extracting “different” useful features for semantic segmentation. 

3 Methodology 

In this section, we first report the network we propose for semantic labelling. Then, the comple-
mentarity constraint is introduced, followed by details on the online augmentation we apply for 
training. 

3.1 Network Architecture  

DeepLab v3+ (CHEN et al. 2018) is selected as the basic architecture of our baseline network.  
Several modifications for DeepLab v3+ are introduced in our classification network. It contains 
an encoder and decoder stage. In the encoder stage the input image is fed into convolution blocks 
and downsized to a series of lower spatial resolution, e.g. 1/2, 1/4 of the input image, high di-
mensional mid-level feature maps are thus obtained. Then, dilated convolution is applied to the 
mid-level feature maps to enlarge the field-of-view. This procedure is called Atrous Spatial Pyr-
amid Pooling (ASPP). In the decoder stage, different scales of down-sized features maps of the 
encoder stage are fused by concatenation to the corresponding scale feature maps in the decoder 
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stage. Through this fusion the spatial context and boundary details of objects can be preserved 
for generating finer segmentation results. After obtaining the full size up-sampled feature map, a 
pixel-wise classification digits map is built through a few convolution blocks. If the underlying 
task is pixel-wise classification, then the cross-entropy is calculated as the classification loss by 
using the digits map. Thus, the network output is a classification map with a same size of the 
input image. However, the output can also be at a lower resolution, like 1/4 of the input image, 
once the output quality is able to meet the requirements of application.  
 

 
Fig. 1: Illustration of Atrous Spatial Pyramid Pooling (ASPP). Max-pooling, a 1×1 convolution and three 

atrous convolutions with rate parameters 2, 4, 6, are used to generate the ASPP feature map. 

To increase the learning ability of the network, our variant of DeepLab v3+ takes advantage of 
the ResNet-50 network (HE et al. 2016), we modify it for our encoder stage. The ResNet-50 net-
work has 5 stages, more specifically, 50 convolutional layers. Each stage consists of one convo-
lutional block and 3 to 5 identity blocks. In our network, the 7×7 convolution with stride 2 in the 
first block is replaced by a 5×5 convolution (with unchanged stride), and the following 3×3 max-
pooling is dropped. By using a smaller convolution kernel and dropping max-pooling in the first 
block, less smoothing is conducted and thus more explicit boundary information is preserved to 
differentiate objects, like buildings, that normally have sharp boundary information. Later in the 
encoder stage we choose dilated convolution with rate parameters 2, 4, 6 in ASPP to preserve 
more continuous spatial information at differing scales, as shown in Fig. 1. 
To classify the aerial images with different modality, two branches for different sources of data 
are used in the encoder stage. IRRG and nDSM/NDVI data are fed into the two-branch-encoder 
separately to extract features. The extracted mid-level features are fused by summation. The fea-
ture decoder up-samples the ASPP feature map with bilinear interpolation. During up-sampling, 
the 1/4 and 1/8 feature maps from both branches are concatenated with corresponding scale of 
feature maps in the decoder. In the end, a classification map with the same size of the input im-
age is calculated through a softmax classifier. The network architecture is described in Fig. 2.  
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Fig. 2:  Demonstration of network architecture. 1/4, 1/8 and 1/16 feature maps from encoder stages are 

fused in the decoder stage with the same size up-sampled feature maps. An ASPP feature map 
is generated using the fused feature map up-sampled for the decoder stage. The network is 
trained with a softmax cross-entropy loss and a complementarity constraint. 

Input of the second branch are the nDSM and the NDVI. The nDSM captures representations of 
height differences, while the NDVI contains the discriminative information for vegetations and 
other classes. Therefore, the combination of the two input data can distinguish high vegetation 
from low vegetation, or different classes of objects with similar height, for instance, trees and 
buildings. The NDVI for each individual image pixel is derived by: 
 

NDVI ൌ
𝐼𝑅 െ 𝑅
𝐼𝑅 ൅ 𝑅

                                                                                        ሺ1ሻ 

 

in which 𝐼𝑅 stands for the near infrared band, 𝑅 represents red band. 

3.2 Complementary loss 

Following our hypothesis that mid-level features computed from the two branches should be 
complementary to each other, we formulate a complementarity constraint for learning discrimi-
native, yet complementary features for the classification. To enforce dissimilarity of the two fea-
ture vectors computed from different source of data, they should be perpendicular to each other. 
The complementarity constraint is illustrated in Fig. 3. 
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Fig. 3:  Complementarity constraint. Hଵ, Hଶ, Wଵ, Wଶ, Cଵ, Cଶ, stand for the height, width and channel 

numbers for feature maps from the IRRG and the nDSM + NDVI branch, respectively.  

Our complementary loss is described by the cosine similarity between two non-zero vectors in 
high dimensional feature space. The cosine similarity lies the range [-1, 1], where a similarity of 
-1 is computed from two antiparallel vectors and a similarity of 1 is computed from two parallel 
vectors. Perpendicular vectors have a similarity of 0, which means the two features provide com-
plementary information. The cosine similarity is defined as:  
 

cosine similarity ൌ
𝐀 ∙ 𝐁

∥ 𝐀 ∥∥ 𝐁 ∥
ൌ

∑ 𝐴௜𝐵௜
௡
௜ୀଵ

ඥ∑ 𝐴௜
ଶ௡

௜ୀଵ ඥ∑ 𝐵௜
ଶ௡

௜ୀଵ

                                                     ሺ2ሻ 

where 𝐀 and 𝐁 stand for two non-zero vectors with 𝑛  entries. Since the complementary loss 
should penalizes vector combinations providing similar information, the absolute value of cosine 
similarity that neatly bound the loss value between 0 and 1 is used for simplicity. When training 
the network with the complementary loss, we treat it as a regularization term. The final loss func-
tion is defined as: 
 

ℒ ൌ  ℒୡ୪ୟୱୱ୧୤୧ୡୟ୲୧୭୬ ൅ 𝝀 ∙ ℒୡ୭୫୮୪ୣ୫ୣ୬୲ୟ୰୷                                                                            ሺ3ሻ 

 

The parameter 𝝀 represents the regularization strength of the complementary loss. We investigate 
different values of  𝝀 in our experiments, the results are discussed in Section 4. 

3.3 Online augmentation 

To overcome the relatively small amount of available training data and alleviate potential over-
fitting, online augmentation is applied in our training process. The augmentation contains ran-
dom flipping (vertically or horizontally) and random rotation (0°, 90°, 180°, 270°) of all input 
data and the corresponding ground truth label. A random tag for each training sample in each 
mini-batch is set to switch the augmentation during training on or off. Overall, 50% of the sam-
ples used for forward propagation are augmented, and the other 50% samples are original data 
without augmentation. 
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4 Experimental results 

4.1 Dataset 

We use the Vaihingen image dataset from the ISPRS 2D Semantic Labelling Contest(1) for our 
experiments. The goal of this contest is to label images using multiple object categories, namely 
tree, building, low vegetation, impervious surfaces, car and clutter/background. This dataset con-
tains very high resolution true orthophotos (TOP) with three bands (near infrared, red and green), 
manually labelled ground truth and a corresponding DSM derived from dense image matching. 
Instead of directly using the provided DSM, we use an nDSM released by GERKE (2014) to be 
independent of absolute heights. As a side effect, the noise inherent in the DSM is decreased by 
the filtering operation during the generation of the nDSM.  
The Vaihingen dataset contains 33 TOP images with a ground sampling distance (GSD) of 9 cm, 
for 16 of them ground truth is provided. The test results are based on the test set containing 17 
images with so called uneroded and eroded ground truth released recently. Uneroded ground 
truth contains the complete reference of the test data, whereas eroded ground truth ignores the 
object boundaries in a buffer of 3 pixels width to reduce the effects of uncertainty in boundary 
definition. 

4.2 Parameters setup 

We randomly choose 13 images for training and the other 3 images for validation. The TOP im-
ages, nDSM, NDVI and ground truth images are cropped into 256×256 pixel patches by sliding a 
256×256 window with step of 64 pixels. That means adjacent patches overlap by 75%. After 
cropping, 4037 image patches are obtained for training. 
We also utilize dropout introduced by SRIVASTAVA et al. (2014) after the 1/8 feature map con-
catenation in the decoder stage with the keep_prob parameter as 0.7, i.e. randomly dropping 30% 
connections during the training process to prevent overfitting. 
Our model is implemented using the Tensorflow framework (ABADI et al. 2016) from scratch. 
We train our model for 200,000 iterations using Nesterov’s accelerated gradient with momentum 
0.9 and the learning rate 0.0003. Additionally, the validation is based on a sliding window with a 
step of 50 pixels and the classification results from each 256×256 pixel patch are assembled with 
equal weights to generate final classification maps. The model with the best validation overall 
accuracy is retained.  

4.3 Evaluation Criteria 

The evaluation is based on the pixel-wise confusion matrix. The correctness (precision), com-
pleteness (recall), F1 score and overall accuracy are derived from the confusion matrix:  
 

Precision ൌ  
𝑡௣

𝑡௣ ൅ 𝑓௣
                                                                                           ሺ4ሻ 

 

                                                 
(1) http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html (accessed on Nov 21, 2018) 
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Recall ൌ  
𝑡௣

𝑡௣ ൅ 𝑓௡
                                                                                            ሺ5ሻ 

 

Fଵ ൌ 2 ∙  
precision ∙ recall

percision ൅ recall
                                                                         ሺ6ሻ 

 

Overall Accuracy ൌ  
𝑡௣ ൅ 𝑡௡

𝑡௣ ൅ 𝑡௡ ൅ 𝑓௣ ൅ 𝑓௡
                                                     ሺ7ሻ 

 

Where tp, tn, fp, fn represent the number of true positives, true negatives, false positives and false 
negatives, respectively.  

4.4 Results 

First, we compare the result of only using IRRG and using IRRG and nDSM/NDVI. Then differ-
ent complementary strength 𝝀 , i.e. 0.1, 0.01, 0.001, for features computed from IRRG and 
nDSM/NDVI are compared. Table 1 shows the overall accuracy of different experiment setups 
on uneroded test dataset and eroded test dataset. 

Tab. 1: Overall Accuracy (OA) on different experiment setups  

Experiment setups OA on uneroded test dataset OA on eroded test dataset 

Only IRRG 84.4% 87.2% 

𝝀 ൌ 𝟎 85.3% 88.2% 

𝝀 ൌ 𝟎. 𝟏 86.0% 89.0% 

𝝀 ൌ 𝟎. 𝟎𝟏 86.2% 89.1% 

𝝀 ൌ 𝟎. 𝟎𝟎𝟏 86.1% 89.0% 

 

As illustrated in Table 1, the model trained only by a single IRRG branch encoder is outper-
formed by the two-branch-encoder network with IRRG and nDSM/NDVI as inputs, which is 
expected as the multi-modal data provide richer information for semantic segmentation. Notably, 
setting the complementary strength 𝝀 to 0.01 provides the best overall accuracy, as also shown in 
Table 2 and Table 3. 
Table 2 and Table 3 show the experimental results with the precision, recall and F1 score calcu-
lated from the eroded and the uneroded data, respectively. Interestingly, we find that the highest 
F1 scores for each class are actually not given by the experiment setup with 𝛌 equals 0.01.  For 
instance, cars are better classified by the network trained only with optical images. Our first in-
terpretation is that the NDVI does not contain enough distinguishable features to separate cars 
from impervious surfaces and buildings. Also, the nDSM height difference might contain ambi-
guities on these relatively small objects due to problems in dense matching caused by lack of 
texture on cars. Therefore, the nDSM can contain some noisy information when classifying cars 
compared to other categories. Moreover, when the complementary strength is set to 0.1 or 0.001, 
we observe a relatively higher F1 score on building or trees and low vegetation. 
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Tab. 2: Experimental results based on the uneroded dataset 

Experiment 
setups 

Evaluation 
criteria 

Impervious 
surface 

Building 
Low vege-

tation 
Tree Car Clutter/ 

Background 

Only IRRG 
Precision 0.845 0.907 0.807 0.809 0.781 0.764 

Recall 0.888 0.890 0.719 0.894 0.597 0.184 

F1 score 0.866 0.898 0.760 0.850 0.677 0.296 

𝝀 ൌ 𝟎 

Precision 0.836 0.925 0.836 0.815 0.771 0.805 

Recall 0.910 0.912 0.723 0.895 0.429 0.013 

F1 score 0.871 0.918 0.775 0.853 0.551 0.025 

𝝀 ൌ 𝟎. 𝟏 

Precision 0.844 0.925 0.841 0.836 0.648 0.687 

Recall 0.914 0.931 0.729 0.883 0.588 0.097 

F1 score 0.878 0.928 0.781 0.859 0.617 0.170 

𝝀 ൌ 𝟎. 𝟎𝟏 

Precision 0.850 0.933 0.845 0.820 0.778 0.844 

Recall 0.910 0.916 0.741 0.904 0.562 0.097 

F1 score 0.879 0.924 0.790 0.860 0.652 0.174 

𝝀 ൌ 𝟎. 𝟎𝟎𝟏 

Precision 0.839 0.929 0.831 0.845 0.792 0.797 

Recall 0.910 0.900 0.773 0.888 0.514 0.136 

F1 score 0.873 0.914 0.801 0.866 0.623 0.232 

 

Tab. 3: Experimental results based on the eroded dataset 

Experiment 
setups 

Evaluation 
criteria 

Impervious 
surface 

Building 
Low vege-

tation 
Tree Car 

Clutter/ 
Background 

Only IRRG 
Precision 0.872 0.929 0.841 0.837 0.809 0.797 

Recall 0.916 0.905 0.752 0.922 0.699 0.193 

F1 score 0.893 0.917 0.794 0.877 0.750 0.310 

𝝀 ൌ 𝟎 

Precision 0.867 0.947 0.867 0.844 0.791 0.827 

Recall 0.935 0.929 0.762 0.922 0.528 0.014 

F1 score 0.899 0.938 0.811 0.881 0.633 0.027 

𝝀 ൌ 𝟎. 𝟏 

Precision 0.877 0.947 0.874 0.863 0.670 0.726 

Recall 0.939 0.948 0.768 0.914 0.676 0.104 

F1 score 0.907 0.947 0.818 0.888 0.673 0.182 

𝝀 ൌ 𝟎. 𝟎𝟏 

Precision 0.881 0.952 0.877 0.852 0.806 0.867 

Recall 0.934 0.934 0.781 0.930 0.669 0.104 

F1 score 0.907 0.943 0.826 0.889 0.731 0.186 

𝝀 ൌ 𝟎. 𝟎𝟎𝟏 

Precision 0.868 0.951 0.864 0.876 0.816 0.825 

Recall 0.936 0.915 0.811 0.917 0.619 0.144 

F1 score 0.900 0.933 0.837 0.896 0.704 0.246 
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                (a)                             (b)                             (c)                              (d)                               (e) 

 
                (f)                             (g)                             (h)                              (i)                               (j) 

Fig. 4:  Top: the top-left part of the test image 38, from left to the right, are shown: IRRG image (a), 
nDSM (b) , NDVI (c), ground truth (d) and eroded ground truth (e). Bottom row from left to right: 
Classification results for network trained only using IRRG (f), multi-modal inputs network trained 
with complementary strength λ of 0 (g), 0.1 (h), 0.01 (i) and 0.001 (j). 

Fig. 4 emphasizes that by using the complementary strength 𝝀 of 0.01, the network generates 
better classification results. The top row shows the input and ground-truth labels and the bottom 
row shows the classification result. In this area, low vegetation is classified as building without 
information from other sources. The bottom part of the input image is poorly classified except 
for the case of 𝝀 = 0.01. Our interpretation is that the lower vegetation is dry and shows more 
ambiguity to spectral features and the NDVI of buildings, and thus it cannot be differentiated 
well from buildings as shown in Fig. 4 (f). Involving the nDSM introduces depth information 
and thus contributes a lot towards a better differentiation in this case, as shown in the Fig. 4 (g, h, 
i, j). However, the strength of the complementary constraint does matter, as 𝝀 = 0.01 (Fig. 4(i)) 
delivers the best features to differentiate the lower drier vegetation and buildings.   
Our experiments show that even though the complementary strength of 0.01 does not give the 
best results for each class, it strikes a better balance for all frequent categories and thus proves its 
effect.  

5 Conclusion 

In this work, we investigate a two-branch-encoder and decoder architecture with complementari-
ty constraint for semantic segmentation using high resolution aerial images. Our proposed com-
plementary constraint shows a notable performance improvement for semantic labelling with 
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different source of input data. In future work we will test more choices for the complementarity 
constraint and test our approach with different datasets. 
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